Abstract—Unknown nonstationary processes require modeling and control design to be done in real time using streams of data collected from the process. The purpose is to stabilize the closed-loop system under changes of the operating conditions and process parameters. This paper introduces a model-based evolving granular fuzzy control approach as a step toward the development of a general framework for online modeling and control of unknown nonstationary processes with no human intervention. An incremental learning algorithm is introduced to develop and adapt the structure and parameters of the process model and controller based on information extracted from uncertain data streams. State feedback control laws and closed-loop stability are obtained from the solution of relaxed linear matrix inequalities derived from a fuzzy Lyapunov function. Bounded control inputs are also taken into account in the control system design. We explain the role of fuzzy granular data and the use of parallel distributed compensation. Fuzzy granular computation provides a way to handle data uncertainty and facilitates incorporation of domain knowledge. Although the evolving granular approach is oriented to control systems whose dynamics is complex and unknown, for expositional clarity, we consider online modeling and stabilization of the well-known Lorenz chaos as an illustrative example.


I. INTRODUCTION

Most real-world processes are characterized by nonlinear behavior and uncertain, time-varying parameters which significantly hampers the description of their dynamical behavior using differential equations derived from first principles. Online modeling and control of nonlinear dynamical processes require a sophisticated theoretical framework and methods for closed loop stability analysis. In addition, constraints and performance indices should be satisfied under adverse conditions including disturbances and uncertainty [1], [2], [3].

Robust control [4] is long recognized as a general and effective control approach provided that bounds on the uncertainty of the process parameters are known and fairly accurate knowledge about the structure of the process model is available. There is no evidence, however, that a robust control system designed offline will perform properly if the process or the surrounding environment changes, especially if the uncertainty tolerance range is small [5], [6]. Among the reasons for the changes are aging, wearing, operation mode variation, faults, and seasonality [7]. A persuasive mechanism to deal with time-varying dynamics in modeling and control problems is adaptation.

Adaptive control consists of an array of techniques for automatic adjustment of controllers to achieve and keep a desired performance even if the process parameters change over time [2]. Adaptation is performed based on input-output data collected from the process. Although the indirect method for adaptive control [8], [9] is well developed for linear models and controllers, it is not for the case of nonlinear, nonstationary and uncertain systems [5]. Moreover, adaptive control usually assumes fixed model and controller structure and is mainly applied to parameters. When the process is subject to abrupt and rapid changes, the adaptation transients in classical adaptive control schemes are often unsatisfactory [6]. Cyclical changes, switches and severe faults make adaptive control schemes prone to forgetfulness and performance deterioration during a period of time just after the change. For control systems to be able to adapt to a variety of unexpected changes, dynamic learning is essential.

Learning is a fundamental characteristic of intelligent control systems [1], [10]. Different from adaptive systems, intelligent systems can change its actions to perform a task more effectively due to increasing knowledge related to the task. Intelligent control schemes based on fuzzy systems [11], [12], [13], recursive neural networks [14] and hybrids [15], [16] are oriented to problems that are hardly formulated and analyzed in the differential equation mathematical framework owing to nonstationary parameters and uncertainties. The ability to learn from experience to improve their actions has made intelligent learning control an appealing control paradigm [1].

Fuzzy control was first introduced as a model-free offline control method [17], [18]. Besides accurate control inputs, we sometimes want models that carry meaningful information about the underlying process and therefore allow us to analyze its properties to design a controller oriented to attain certain performance requirements. A fuzzy model can provide prediction of future values of variables and, potentially, an interpretable rule base. The rule base is helpful for process supervision and controller design. The possibility of analyzing stability, performance and robustness has given rise to a keen interest in model-based fuzzy control [3], [11], [13], [19].

The fuzzy model of a time-varying dynamic process whose mathematical equations are unknown can only be obtained through the from-scratch evolution of its rule base and recursive adaptation of parameters. The rules of an associated fuzzy controller must be reviewed if the fuzzy model changes.
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However, complete redesign of the controller is unlikely due to tight time constraints of online environments. Complete redesign can be avoided if the model and controller rules own the same antecedent terms. Such a control scheme is referred to as parallel distributed compensation (PDC) [20], [21], [22]. In evolving PDC whenever a model rule is updated to assimilate a new behavior, only the corresponding local control law needs to be revised. A stable closed-loop control system can be achieved by means of, e.g., the direct Lyapunov method and using linear matrix inequalities (LMIs) [21], [22], [23], [24].

LMIs are a useful tool to support the solution of a variety of control problems [23]. For example, stability, a basic need for any closed loop system, is theoretically guaranteed if a feasible solution to a set of LMIs can be determined. A clear advantage of representing control problems using LMIs is the possibility to consider multiple control requirements (design specifications and constraints) by simply appending new LMIs [25]. An approach in addition to finding a feasible solution to a set of LMIs is to optimizing an objective function over the set of LMIs. If the feasibility or the optimization problem is convex, it can quite often be solved numerically in polynomial time using interior-point methods [13]. In online environment, whenever a local model changes, either the feasibility of some LMIs should be checked or an optimization problem should be solved. For this reason, PDC fuzzy control and a smaller number of less conservative LMI constraints are topics of great importance [26], [27].

A method to design Takagi-Sugeno (TS) fuzzy controllers [18] able to continuously evolve their rule bases was proposed in [5]. The method uses linear control laws generated from numerical data and is model-free, that is, it does not allow for any kind of a priori stability and robustness analysis of the resulting closed-loop system. Evolving granular fuzzy control is introduced in this paper as a twofold extension of evolving TS fuzzy control to consider model-based design and uncertain data. In evolving granular fuzzy control, a functional fuzzy model is developed from uncertain (granular) data stream and an incremental learning algorithm. In general, the data can be fuzzy intervals instead of pointwise numerical values subject to noise and errors. Simultaneous to model development, a fuzzy PDC controller is evolved and refined according to model parameter changes. The consequent parameters of the PDC controller are updated on a per sample basis from the solution of a relaxed LMI problem associated with active rules.

Granular data arise from expert knowledge, readings from unreliable sensors or summaries of numerical values over time periods [28]. In general, inaccurate measurements and perception-based information are granular by the very nature of the measuring instruments and subjectivity of the natural language. Fuzzy set theory, as a practical framework of granular computing, capture our innate conception of transitional set belonging and uncertainty [29], [30]. For an account of earlier developments on fuzzy granular data stream modeling see [31], [32]. Fusion of heterogeneous data based on generalized constraints is discussed in [33], [34], [35].

The remainder of this paper is structured as follows. Section II reviews the state-of-the-art in evolving intelligent control systems emphasizing fuzzy model-based granular control and related approaches. A general view of a granular control system and its components is also provided. Section III describes an incremental algorithm to construct functional fuzzy models from fuzzy data. Section IV introduces the notion of evolving stable controller design within the PDC framework. Relaxed LMI conditions for stabilization of the closed loop control system are obtained in agreement with the characteristics of the modeling algorithm. Section V contains an illustrative application considering stabilization of the Lorenz chaos at an equilibrium point. Conclusion and discussions are given in Section VI.

II. EVOLVING GRANULAR CONTROL

Evolving systems are self-adaptive structures with learning and summarization capabilities [36], [37]. These systems are equipped with incremental algorithms that build the structure of rule-based models and adapt antecedent and consequent parameters of rules. This learning paradigm mimics the evolution of humans during their life-cycle in the sense that models of the world are progressively adapted to new needs and learning is supported by past and recent experiences. Evolving systems generate new rules each time new data do not fit into the current model/understanding of the underlying process or phenomenon, but at the same time only when these new data are informative enough.

Evolving granular control aims to handle streams of numeric or fuzzy data and provide control inputs that should primarily stabilize a closed-loop system. Performance-oriented control design and amplitude-bounded signals can also be incorporated to the control system design. Real time information is useful to improve the process model and controller to achieve and maintain a level of desired performance. For example, new granules and rules can be developed in response to changes in the data stream. Rules are simply retrieved from a rule base when needed so that performance requirements can be reached quicker in known circumstances.

The evolving fuzzy granular control approach is especially advantageous when the process equations are unknown and time-varying. In particular, the research problem addressed in this paper is concerned with: (i) the continuous, never ending, adaptation of functional fuzzy models from nonstationary and uncertain data streams; and (ii) the use of the resulting fuzzy models to support the design of state feedback controllers. The issue of system robustness is dealt with through the use of a learning algorithm able to handle uncertain data and fuzzy set based representation of the data. The time variance issue is dealt with by using a scattering approach to granulate the data, and state-space equations and control laws that can be adapted over time.

A. Related work

This section summarizes recent research related to online fuzzy control of dynamic systems. We do not intend to give an exhaustive review of the literature. The purpose is to overview works closely related to that addressed in this paper.
Process control is a difficult task if all the information has to be estimated online. Two main classes of methods have been developed to solve the online process control problem. On one hand, results have been obtained where only the parameters of fuzzy local models (rule consequents) are assumed unknown [8], [38], [39], [40]. In this case, the number of fuzzy rules and parameters of membership functions are determined \textit{a priori}. On the other hand, relatively few result exist in the field of adaptive neuro-fuzzy local models (rule consequents) are assumed unknown [40], where a quadratic Lyapunov function of the state estimation is used to ensure closed-loop stability. Bounded control inputs are also guaranteed. Results on the control of a single-link manipulator with flexible joint show that the evolving granular control method is robust to uncertainties such as unmodeled dynamics and bounded disturbances. Evolving granular control extends the method in [38] by allowing membership functions and the number of fuzzy rules to be time-varying. Granular model and controller are fully self-adjustable to concept drifts and shifts and may provide significant performance improvements over robust controllers in dynamic environments.

Online self-evolving fuzzy and neuro-fuzzy controllers with global learning capabilities were introduced in [12] and [15], respectively. The structure of the proposed fuzzy and neuro-fuzzy controllers is built from scratch using past plant output and control input data. The controllers do not need information about the differential equations of the plant nor offline training. Therefore, self-evolving fuzzy and neuro-fuzzy controllers are somehow similar to evolving granular controllers. Although their learning algorithms are completely different, the essential issue is to provide a reduced number of interpretable rules. The advantages of granular evolving control over the approaches proposed in [12] and [15] concerns the possibility of: (i) dealing with measurement uncertainty; (ii) analyzing Lyapunov stability of the closed-loop system; and (iii) handling bounded control inputs.

An adaptive model-based fuzzy controller was proposed in [40] where a quadratic Lyapunov function of the state estimation error is used to ensure closed-loop stability. Bounded control inputs are also guaranteed. Results on the control of a single-link manipulator with flexible joint show that the method can deal with parameter changes. A drawback of the method is the assumption that for any input value, two membership functions have nonzero activation degree. More important, the structure of the controller is fixed and prior information about the process is needed. For example, the membership functions of the system states are required to have their maximum values at certain linearization points. In evolving granular control, instead of using homogeneously distributed membership functions, a scattering method is used to granulate the data into membership functions. Structural adaptation of a model to capture abrupt changes is just as important as parametric adaptation to track gradual changes. Since evolving granular modeling in closed loop is made with effective control inputs and states, a more realistic process model is obtained. An accurate model is decisive for the stabilization of the original system. At last, fuzzy Lyapunov functions, which tend to be less conservative than the quadratic functions adopted in [40], are employed to guarantee local stability. As a result, less conservative LMI conditions associated to active rules should be satisfied.

B. Control system overview

The block diagram of the evolving granular control system addressed in this paper is shown in Fig. 1. In the figure, \( x(k) \) and \( u(k) \) denote vectors of states and controls at step \( k \); \( x(k+1) \) is an estimation of the state at \( k+1 \); and \( z^{-1} \) is the delay operator. We assume uncertain or unreliable sensor measurements, thus the elements of \( x(k) \) are fuzzy data in general; being real-valued pointwise data a special case of fuzzy data. The mathematical definition of fuzzy datum is given in Section III-B. We shall make the assumption that all states \( x(k) \) are available for measurement. Observer-based output feedback control will not be discussed. The process is a general term that extends to objects, machines and a variety of virtual and real-world systems that can be controlled. Mobile robots, spacecrafts, chemical processes, medical equipment, financial market, and video games are instances of processes.

The \textit{evolving model} comprises a set of granules \( \{ M^1, ..., M^n \} \), where each granule \( M^i \) is assembled from fuzzy sets \( M^i_\psi, \psi = 1, ..., \Psi \), and is governed by a rule \( R^i \). The evolving model is supported by: (i) a data-stream-oriented granulation algorithm that decides whether to fit new data into existing granules or to create new granules; and (ii) a recursive least squares-like algorithm to update the parameters of local state equations based on granular data. The idea is to aggregate finer data granules into coarser, yet more meaningful, granular models. A smaller number of larger granules is useful for data compression and for assisting controller design and decision making. For example, information in a granular model can be used for LMI-based controller synthesis, process supervision and fault diagnosis. Moreover, granular models facilitate incorporation of expert knowledge and perceptions of the physical world. For example, experts can confront the information in a

![Fig. 1. Closed-loop evolving granular control system](image-url)
The design of control laws based on the online-approximated relaxed conditions for stability are discussed in Section IV. The problem is required to be solved in a short period of time, and a local feedback gain matrix $K$ is assured. As a result of the feasibility problem, a local feedback of the closed loop system and bounded control inputs can be achieved. A solution to the LMI problem is found, then Lyapunov stability of the system states $x$ of past states $x(k)$ can be considered as elements of the antecedent part of fuzzy rules. Consequent matrices and the state and control vectors can be extended to include affine terms as follows:

$$
\begin{align*}
\tilde{A}^i &= \begin{bmatrix}
1 & 0 \\
a_0^i & A^i
\end{bmatrix}, \\
\tilde{B}^i &= \begin{bmatrix}
0 \\
B^i
\end{bmatrix}, \\
\tilde{x} &= \begin{bmatrix}
1 \\
x
\end{bmatrix}, \\
\tilde{u} &= \begin{bmatrix}
0 \\
u
\end{bmatrix},
\end{align*}
$$

where $x(k) = [x_1(k) ... x_n(k)]^T$ and $u(k) = [u_1(k) ... u_m(k)]^T$; $i = 1, ..., c$ is the number of rules. In evolving modeling, $A^i$ and $B^i$ are matrices of appropriate dimensions with variable coefficients; $M^i_\psi$, $\psi = 1, ..., \Psi$, are membership functions built in light of the data being analyzed. The number of rules $R^i$, $i = 1, ..., c$, is also variable. Super-script $i$ on the left-hand side of the consequent equation means a local estimation.

Consequent matrices and the state and control vectors can be extended to include affine terms as follows:

$$
\begin{align*}
\hat{A}^i &= \begin{bmatrix}
1 & 0 \\
0 & A^i
\end{bmatrix}, \\
\hat{B}^i &= \begin{bmatrix}
0 \\
B^i
\end{bmatrix}, \\
\hat{x} &= \begin{bmatrix}
1 \\
x
\end{bmatrix}, \\
\hat{u} &= \begin{bmatrix}
0 \\
u
\end{bmatrix},
\end{align*}
$$

For simplicity, in the rest of the paper we omit the tilde from the notation and consider affine models. For the same reason, the index $k$ is omitted from the time-varying membership functions $M^i_\psi$ and matrices $A^i$ and $B^i$.

The state estimate from the functional fuzzy model is found as the weighted mean value:

$$
x(k + 1) = \sum_{i=1}^{c} \mu^{ir} x^i(k + 1),
$$

where $\mu^{ir}$ is the rescaled activation degree of the $i$-th rule, and

$$
\mu^{ir} = \frac{\mu^i}{\sum_{i=1}^{c} \mu^{ir}}, \text{ so that } \mu^{ir} \geq 0 \text{ and } \sum_{i=1}^{c} \mu^{ir} = 1.
$$

Activation degrees $\mu^i$ are determined using any conjunctive aggregation operator, e.g., a t-norm [42], [43]. t-norms ($T$) are commutative, associative and monotone operators on the unit hypercube $[0,1]^n$ whose boundary conditions are $T(\omega, \omega, ..., \omega) = 0$ and $T(\omega, 1, ..., 1) = \omega$, $\omega \in [0,1]$. The neutral element of t-norms is $e = 1$. In this work we shall adopt the product t-norm. Thus

$$
\mu^i = \prod_{\psi=1}^{\Psi} \mu^i_{\psi},
$$

where $\mu^i_{\psi}$ is the degree of membership of $x_\psi(k)$ in $M^i_\psi$. While many works assume that the activation degree $\mu^i$ of at least one rule $R^i$ is nonzero, this is not the case in evolving environment since no fuzzy set exists a priori. Fuzzy sets and rules are created and developed gradually to cover the input data domain. The number of rules $c$ increases by a unit if $\mu^i = 0 \forall i$. In this case, $\mu^{c+1} = 1$, that is, the fuzzy sets of the new rule match the input data. Online development of fuzzy sets and rules is addressed in the next sections.
B. Fuzzy data and models

Fuzzy data may arise from measurements from unreliable sensors, expert judgment, imprecision introduced due to preprocessing steps and summaries of numeric data over time periods. Fuzzy data modeling generalizes numeric data modeling by allowing fuzzy interval granulation [32], [44].

Trapezoidal fuzzy data and models are of concern to this study. A generic trapezoidal fuzzy set $N = (l, \lambda, \Lambda, L)$ allows the modeling of a wide class of granular objects [45]. A triangular fuzzy set is a trapezoid where $\lambda = \Lambda$; an interval is a trapezoid where $l = \lambda = \Lambda = L$; a singleton is a trapezoid where $l = \lambda = \Lambda = L$. Additional features that make the trapezoidal representation attractive comprise: (i) ease of acquiring the necessary parameters: only four parameters need to be captured. A trapezoidal model is formed straightforwardly from a trapezoidal datum; and (ii) many operations on trapezoids can be performed using the endpoints of intervals, which are level sets of trapezoids. The piecewise linearity of the trapezoidal representation allows calculation of only two level sets (core and support) to obtain a complete implementation.

A fuzzy set $N : X \rightarrow [0, 1]$ is upper semi-continuous if the set $\{ x \in X | \mu(x) > \alpha \}$ is closed, that is, if the $\alpha$-cuts of $N$ are closed intervals. If the universe $X$ is the set of real numbers and $N$ is normal, $\mu(x) = 1 \forall x \in [\lambda, \Lambda]$, then $N$ is a model of a fuzzy interval, with monotone increasing function $\zeta_N : [l, \lambda] \rightarrow [0, 1]$, monotone decreasing function $\iota_N : [\Lambda, L] \rightarrow [0, 1]$, and zero otherwise [43]. A fuzzy interval $N$ has the following canonical form:

$$N : x \rightarrow \mu(x) = \begin{cases} \zeta_N, & x \in [l, \lambda] \\ \iota_N, & x \in [\lambda, \Lambda] \\ 0, & \text{otherwise} \end{cases}$$

where $x$ is a real number in $X$. The fuzzy interval $N$ satisfies the conditions of normality ($\mu(x) = 1$ for at least one $x \in X$) and convexity ($\mu(\kappa x^1 + (1 - \kappa)x^2) \geq \min\{\mu(x^1), \mu(x^2)\}$, $x^1, x^2 \in X$, $\kappa \in [0, 1]$). If

$$\zeta_N = \frac{x - l}{\lambda - l} \quad \text{and} \quad \iota_N = \frac{L - x}{L - \Lambda},$$

then the fuzzy interval (4) reduces to the model of a trapezoidal membership function. Moreover, when $\lambda = \Lambda$, $\mu(x) = 1$ for a single element $x$ in $X$. In this case, the corresponding fuzzy entity is a fuzzy number.

Denote $x = [x_\lambda, x_\Lambda, x_\overline{\lambda}, x_\overline{\Lambda}]$ as a trapezoidal datum. The membership degree of $x$ in the fuzzy set $N$ can be obtained from (4) if $x$ is degenerated into a singleton. Otherwise, if $x$ is a symmetric object, i.e. if $x_\lambda - x_\overline{\lambda} = x_\overline{\Lambda} - x_\Lambda \neq 0$, its membership degree in $N$ can be calculated using the midpoint of $x$:

$$mp(x) = \frac{x_\lambda + x_\overline{\lambda}}{2}.$$  \hspace{1cm} (6)

The center of gravity

$$CoG(x) = \frac{x_\lambda + 5x_\overline{\lambda} + 5x_\overline{\Lambda} + x_\Lambda}{12} \hspace{1cm} (7)$$

is useful if $x$ is asymmetric. Although it is apparent that these approximations of the true value are useful to facilitate computations, they contradict the purpose of taking into account the data uncertainty into fuzzy models. Additionally, in some situations, as that shown in Fig. 2, the midpoint (or center of area) approximation can give zero (or low) membership degree to significantly overlapped fuzzy objects. A measure of similarity between fuzzy granular data and models is needed to properly consider all relevant situations.

C. Similarity between fuzzy objects

Similarity is a fundamental notion to construct rule-based systems from data. In this work, data and models are trapezoidal fuzzy objects. A possible similarity measure for trapezoids, say $x$ and $M^i$, is:

$$S(x, M^i) = 1 - D(x, M^i), \hspace{1cm} (8)$$

where $D(x, M^i)$ is a distance computed as follows:

$$D(x, M^i) = \frac{|x_l - l^i| + 2|x_\lambda - \lambda^i| + 2|x_\overline{\lambda} - \Lambda^i| + |x_\overline{\Lambda} - L^i|}{6}. \hspace{1cm} (9)$$

The value of $S$ equals 1 for identical trapezoids (indicating the maximum degree of matching between them) and decreases linearly as $x$ and $M^i$ withdraw from each other. In particular, (9) is a Hamming-like distance where the parameters of the trapezoids are directly compared. Core parameters have double weight in relation to support parameters. Although (8) - (9) are simple to compute, involving only basic arithmetic operations, there are no strong principled reasons to choose this measure. In fact, there is no generally accepted consensus on a best similarity measure [46].

Let the expansion region of a set $M^i$ be denoted by

$$E^i = [l^i - \rho, L^i + \rho], \hspace{1cm} (10)$$

where $\rho$ is the maximum width that the set $M^i$ is allowed to expand to fit a datum $x$: $l^i - l \leq \rho$ at any $k$. Define the membership degree of the datum $x$ in the fuzzy set $M^i$ as $\mu^i = S(x, M^i)$ if $x \in E^i$, and $\mu^i = 0$ otherwise.

A generalization of the similarity measure (8) for vectors of trapezoids, say $x = [x_1, x_\overline{\lambda}, ..., x_\overline{\Lambda}]^T$ and $M^i = [M^i_1, ..., M^i_\overline{\lambda}, ..., M^i_\overline{\Lambda}]^T$, is
A new granule \( M \) is created whenever one or more entries of \( x \) do not belong to the expansion regions \( E^i \) of \( M^i \), \( i = 1, ..., c \). A new granule \( M^{c+1} \) is constructed from fuzzy sets \( M^{c+1} \), \( \psi = 1, ..., \Psi \), whose parameters match \( x \), that is,

\[
M^{c+1} = (l^{c+1}_\psi, \lambda^{c+1}_\psi, \Lambda^{c+1}_\psi, L^{c+1}_\psi) = (x, \mu, \nu, \xi). \tag{12}
\]

Adaptation of an existing granule \( M^i \) consists in expanding the support \([l^i_\psi, L^i_\psi]\) and updating the core \([\lambda^i_\psi, \Lambda^i_\psi] \) of its fuzzy sets. Among all granules \( M^i \) that can be expanded to include a sample \( x \), that with highest similarity according to (11) is chosen. Adaptation proceeds depending on where the datum \( x_\psi \) is placed. Conditions for support expansion are:

\[
\text{If } x_\psi \in [L^i_\psi - \rho, l^i_\psi) \text{ then } l^i_\psi(\text{new}) = x_\psi, \text{ and}
\]

\[
\text{If } \bar{x}_\psi \in [l^i_\psi, L^i_\psi + \rho] \text{ then } L^i_\psi(\text{new}) = \bar{x}_\psi.
\]

Core parameters are updated recursively from:

\[
\lambda^i_\psi(\text{new}) = \frac{(w^i - 1)\lambda^i_\psi + \mu^i_\psi}{w^i}, \tag{13}
\]

and

\[
\Lambda^i_\psi(\text{new}) = \frac{(w^i - 1)\Lambda^i_\psi + \nu^i_\psi}{w^i}, \tag{14}
\]

where \( w^i \) is the number of times that the granule \( M^i \) was chosen to be adapted. Figure 3 shows seven possible adaptation situations. In the figure, the datum \( x = (\bar{x}, \bar{x}, \bar{x}, \bar{x}) \) places either outside, partially inside or inside the fuzzy set \( M^4 \). The learning procedure creates a new granule \( M^{c+1} \) or adapts the parameters of \( M^i \) accordingly.

D. Incremental adaptation

The purpose of adapting the parameters and structure of a functional fuzzy model is to assimilate new information about the process dynamics and keep an updated representation in response to unpredictable changes. This section addresses model structure identification and antecedent parameter estimation. An incremental learning method is suggested to avoid time consuming training common to conventional learning methods based on multiple passes over the data.

Expansion regions \( E^i \), see (10), help to decide if new input data belong to a granule in the input space. Different values of \( \rho \) produce different representations of the same data set in different levels of granularities. For normalized data, \( \rho \) assumes values in \([0, 1]\). If \( \rho \) is equal to 0, then granules are not expanded. Learning creates a new rule for each sample, which causes overfitting and excessive complexity. If \( \rho \) is equal to 1, then a single granule covers the entire data domain. Evolvability is reached choosing intermediate values for \( \rho \).

A rule is created whenever one or more entries of \( x \) do not belong to the expansion regions \( E^i \) of \( M^i \), \( i = 1, ..., c \). A new granule \( M^{c+1} \) is constructed from fuzzy sets \( M^{c+1} \), \( \psi = 1, ..., \Psi \), whose parameters match \( x \), that is,

\[
M^{c+1} = (l^{c+1}_\psi, \lambda^{c+1}_\psi, \Lambda^{c+1}_\psi, L^{c+1}_\psi) = (x, \mu, \nu, \xi). \tag{12}
\]

E. Specificity-weighted recursive least squares method

A recursive least squares-like (RLS) algorithm is used to adapt the parameters of the rule consequents as follows. Consider the consequent part of rule \( R^i \):

\[
x^i(k+1) = A^i x(k) + B^i u(k)
\]

where \( x = [x_1, x_\psi, ..., x_\Psi]^T \) and \( u = [u_1, u_\psi, ..., u_\Psi]^T \). The elements of \( A^i \) are denoted \( a^i_{\psi_1 \psi_2}, \psi_1, \psi_2 = 0, ..., \Psi \). Matrix \( B^i \) is assumed to be known, time-invariant and common to all rules. For an unknown \( B^i \), the results follow straightforwardly. Rule \( R^i \) is chosen to be adapted whenever its antecedent part \( M^i \) is more similar to \( x(k) \) than the antecedent part of the remaining rules.

When instance \( x(k+1) \) becomes known, equation (15) can be rearranged as
\[ \mathbf{x}(k+1) = A^i \mathbf{x}(k), \]

where \( \mathbf{x}(k+1) := \mathbf{x}'(k+1) - B'u(k), \) and solved for \( A^i \).

Expanding the \( \psi \)-th row of (16) we get

\[ \dot{\mathbf{x}}_\psi(k+1) = a^i_{\psi 0} + a^i_{\psi 1} x_\psi(k) + \ldots + a^i_{\psi q} x_\psi(k). \]  (17)

The standard RLS algorithm can be used for each row of (16) if we replace the trapezoids \( x_\psi \) by their midpoint (6) or center of gravity (7), depending on their symmetry. Data uncertainty is accounted for by weighing the adjustment of \( a_{\psi 0}, a_{\psi 1}, \ldots, a_{\psi q} \) using specificity measures. Specificity measures refer to the amount of information conveyed by a fuzzy datum [47]. A specificity as that of previous data), the algorithm weights its contribution equivalently to the contribution of previous data.

Let \( a^i_{\psi 0} = [a^i_{\psi 0} \ a^i_{\psi 1} \ldots a^i_{\psi q}]^T \) be the vector of unknown coefficients; \( \mathbf{X} = [1 \ \ CoG(x_\psi(1)) \ldots \ CoG(x_\psi(k))] \) be the regression vector; and \( \mathbf{Y} = [CoG(x_\psi(k+1))] \). Then, in matrix form, equation (17) rewrites

\[ \mathbf{Y} = \mathbf{X} a^i_{\psi 0} + \mathbf{E}, \]  (18)

To estimate the coefficients \( a^i_{\psi 0} \) we let

\[ \mathbf{Y} = \mathbf{X} a^i_{\psi 0} + \mathbf{E}, \]  (19)

where \( \mathbf{E} := [\varepsilon_\psi(k+1)] \) and

\[ \varepsilon_\psi(k+1) = CoG(x_\psi(k+1)) - CoG(\hat{x}_\psi(k+1)) \]  (20)

is the approximation error. While in batch estimation the rows in \( \mathbf{Y}, \mathbf{X} \) and \( \mathbf{E} \) increase with the number of available samples, in recursive mode only two rows are kept and we reformulate equations (18)-(20) as follows:

\[ \mathbf{Y} = \begin{bmatrix} CoG(x_\psi(k)) \\ CoG(x_\psi(k+1)) \end{bmatrix}, \quad \mathbf{E} = \begin{bmatrix} \varepsilon_\psi(k) \\ \varepsilon_\psi(k+1) \end{bmatrix} \text{ and} \]

\[ \mathbf{X} = \begin{bmatrix} 1 & CoG(x_\psi(1)) & \ldots & CoG(x_\psi(k)) \\ 0 & CoG(x_\psi(1)) & \ldots & CoG(x_\psi(k)) \end{bmatrix}. \]  (21)

The rows of the matrices in (21) refer to values before and just after adaptation. The RLS algorithm chooses \( a^i_{\psi 0} \) to minimize the functional

\[ J(a^i_{\psi 0}) = \mathbf{E}^T \mathbf{E}. \]  (22)

\( a^i_{\psi 0} \) is given by

\[ a^i_{\psi 0} = (\mathbf{X}^T \mathbf{X})^{-1} \mathbf{X}^T \mathbf{Y}. \]  (23)

Let \( Q = (\mathbf{X}^T \mathbf{X})^{-1} \). From the matrix inversion lemma [48] we avoid inverting \( \mathbf{X}^T \mathbf{X} \) using

\[ Q(\text{new}) = Q(\text{old}) \left[ I - \frac{\mathbf{X}^T \mathbf{X} Q(\text{old}) \mathbf{X}}{1 + \mathbf{X}^T \mathbf{X} Q(\text{old}) \mathbf{X}} \right]. \]  (24)

where \( I \) is the identity matrix, and \( \mathbf{X}_{(2)} \) is the second row of \( \mathbf{X} \). In practice it is usual to choose large initial values for the entries of the main diagonal of \( Q \). We use \( Q(0) = 10^3 I \) as the default value.

After simple mathematical transformations, the vector of coefficients is rearranged recursively as

\[ a^i_{\psi 0}(\text{new}) = a^i_{\psi 0}(\text{old}) + Q(\text{new}) \mathbf{X}^T \mathbf{E}. \]  (25)

or, similarly,

\[ a^i_{\psi 0}(\text{new}) = a^i_{\psi 0}(\text{old}) + Q(\text{new}) \mathbf{X}^T \mathbf{E}. \]  (26)

Yager [45] defines the specificity of a trapezoid \( x_\psi \) as

\[ sp(x_\psi) = 1 - wdt(x_\psi(0.5)). \]  (27)

This form of specificity measure means one minus the width of the 0.5 level set of \( x_\psi \). In terms of the parameters of \( x_\psi \) we get

\[ sp(x_\psi) = 1 - \frac{(\mathbf{x}_\psi + \mathbf{\bar{x}}_\psi) - (\mathbf{x}_\psi + \mathbf{\bar{x}}_\psi)}{2}. \]  (28)

Let the specificity of \( x \) be the diagonal matrix:

\[ sp(x) = \text{diag}(1 \ sp(x_1) \ldots sp(x_\psi)). \]  (29)

Thus, we may add specificity into equation (26) to account for data uncertainty as follows:

\[ a^i_{\psi 0}(\text{new}) = a^i_{\psi 0}(\text{old}) + sp(x)Q(\text{new}) \mathbf{X}^T \mathbf{E}. \]  (30)

Figure 4 shows the idea of the specificity-weighted RLS algorithm. In the left side, the coefficients \( a^i(\text{old}) \) of the approximation function result from recursive adaptation based on \( x(1), x(2) \) and \( x(3) \). Note that the data granules \( x(1), x(2) \) and \( x(3) \) are of the same size and thus have the same specificity. When the new datum \( x(4) \) arrives (with the same specificity as that of previous data), the algorithm weights its contribution equivalently to the contribution of previous data.
to adapt $\alpha'(\text{old})$ and yield $\alpha'(\text{new})$. Conversely, on the right side, the specificity of the new datum $x(4)$ is lower than that of $x(1), x(2)$ and $x(3)$. The higher uncertainty on the value of $x(4)$ causes a smaller adjustment of the function toward $x(4)$.

The specificity-weighted RLS algorithm described in this section is repeated for $\psi = 1, ..., \Psi$ at each step. Detailed derivations of the RLS algorithm can be found in [2]. For a convergence analysis see [49].

IV. EVOLVING CONTROL DESIGN

The PDC control design approach connects the antecedent part of controller rules directly with that of the model rules. Controller and model have the same membership functions, which makes controller design simpler and faster. The consequence part of the controller rules consists of linear state matrices of appropriate dimension to be determined so that the overall control input is given by $i =\sum_{j=1}^{k} c_j G_{ij} \mathbf{x}(k)$. The following results have been reported in the literature [13], [50]. For completeness, in what follows they are recalled. The stabilization theorem, object of this paper, extends these results.

A. Closed-loop control system

To obtain feedback stabilizing conditions, the PDC approach is employed so that the controller rules have the same fuzzy sets as those of the fuzzy model. The stabilization rule is:

\[ R': \text{IF } x_1(k) \text{ is } M_1' \text{ AND ... AND } x_{\Phi}(k) \text{ is } M_{\Phi}' \text{ THEN } u(k+1) = K^x \mathbf{x}(k) \]

where, for simplicity of notation, $\mathbf{x}(k) = [1 \ CoG(x_1(k)) ... CoG(x_{\Phi}(k))]^T$ and $u(k) = [u_1(k) ... u_{\Phi}(k)]^T$. $K^x$ is a gain matrix of appropriate dimension to be determined so that the closed loop system is asymptotically stable. Superscript $i$ on the left-hand side of the consequent equation denotes a local control input. The overall control input is

\[ u(k+1) = \sum_{i=1}^{c} \mu^{ir} u^i(k+1), \]

(31)

where $\mu^{ir}$ is the rescaled activation degree as in (2).

As the step $k$ increases, equations (1) and (31) can be combined. The resulting closed-loop system is

\[ \mathbf{x}(k+1) = \sum_{i=1}^{c} \sum_{j=1}^{\Phi} \mu^{ir} \mu^{jr} G_{ij} \mathbf{x}(k), \]

(32)

where $G_{ij} := A^i + B^i K^j$, or, equivalently,

\[ \mathbf{x}(k+1) = \sum_{i=1}^{c} (\mu^{ir})^2 G_{ij} \mathbf{x}(k) + 2 \sum_{i<j}^{c} \mu^{ir} \mu^{jr} \left( \frac{G_{ij} + G_{ji}}{2} \right) \mathbf{x}(k). \]

(33)

If the unforced system is stable, then $K^j$ can be chosen to improve the transient response. Unstable systems require primarily the determination of an appropriate $K^j$ to stabilize an equilibrium point. Trajectory following will be discussed elsewhere. A difficulty in evolving environment is that $M^i, A^i, B^i$ and the number of rules $c$ may be time-varying.

B. Relaxed stability conditions

The stabilization problem based on the Lyapunov criterion can be translated in terms of finding a feasible solution to a set of LMIs. The following results have been reported in the literature [13], [50]. For completeness, in what follows they are recalled. The stabilization theorem, object of this paper, extends these results.

Define a Lyapunov function:

\[ V(\mathbf{x}) = \mathbf{x}^T P \mathbf{x}, \]

(34)

where $P$ is a positive definite matrix. Based on (34) and on the closed loop system (32), the following stabilization result was derived and proved in [50] and [51].

Result 1: The closed loop control system (32) is globally exponentially stable if there exists a positive definite matrix $X = P^{-1}$ and a set of matrices $Q_i, i = 1, ..., c$, such that the linear matrix inequalities

\[ \begin{bmatrix} -X & X(A^i)^T + (Q_i)^T (B^i)^T & -X \\ -X & X(A^i)^T + (Q_i)^T (B^i)^T & -X \end{bmatrix} < 0 \]

(35)

are satisfied for all combinations of $i, j = 1, ..., c$.

This is a convex feasibility problem. If a feasible solution can be found, then the controller gains are given by:

\[ K^i = Q^i P, \]

\[ i = 1, ..., c. \]

(36)

The feasibility of (35) means: (i) that a common $P$ matrix for all rules $c$ exists; (ii) that (34) is Lyapunov; and that (iii) the closed loop system (32) is stable using the gains $K^i$ as in (36).

Further results have been derived to reduce the number of LMIs and the conservatism of (35) [52], [53]. Conditions (35) are sufficient but not necessary for stability. A common $P$ matrix may not exist for some stable systems. If the LMIs in (35) were less rigorous, that is, if the sufficiency-necessity gap were smaller, then stabilizing gains could be obtained more easily and possibly faster. Processing time is a main concern in evolving environments. An approach to reduce conservatism is to consider fuzzy-combined positive definite matrices $P^i$, $i = 1, ..., c$. 
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A fuzzy Lyapunov function consists of a fuzzy combination of quadratic functions of the system states. Define a fuzzy combined Lyapunov function as

$$V(x) = \sum_{i=1}^{c} \mu_i^\alpha x^TP^i x,$$

(37)

where $P^i > 0 \forall i$. A stabilization result for the fuzzy system (32) based on (37) is as follows.

**Result 2**: The closed loop control system (32) is globally exponentially stable if there exist positive definite matrices $X^i = (P^i)^{-1}$ and matrices $Q^i$ and $Z^i$, $i = 1, ..., c$, such that

$$X^i - (Z^i)^T - Z^i + \Delta^j = (Z^i)^T(A^i)^T + (Q^i)^T(B^i)^T$$

$$A^i Z^j + B^j Q^i - X^k$$

holds true for all combinations of $i, j, k = 1, ..., c$.

For a proof, see [13]. The controller gains are:

$$K^j = Q^j (Z^j)^{-1}, \quad j = 1, ..., c.$$  

(39)

**Remark 1**: If matrices $X^i$ and $Z^i \forall i$ are equal, then Result 2 reduces to Result 1. The stabilization result based on (37) is less conservative than that based on (34) as a consequence of the fact that more degrees of freedom are added. The number of LMIs in (38) is larger than that in (35).

The conservatism of Result 2 can be reduced through a so-called right-hand-side relaxation. The result obtained and proved in [13] and [52] is as follows.

**Result 3**: The closed loop control system (32) is globally exponentially stable if there exist positive definite matrices $X^i = (P^i)^{-1}$, matrices $Q^i$ and $Z^i$, $i = 1, ..., c$, symmetric matrices $\Delta^i_{sj}$, $i, s = 1, ..., c$, and matrices $\Delta^i_{sj} = (\Delta^i_{sj})^T$,

$$i, j, s = 1, ..., c; s < j,$$  

such that

$$X^i - (Z^i)^T - Z^i + \Delta^j = (Z^i)^T(A^i)^T + (Q^i)^T(B^i)^T$$

$$A^i Z^j + B^j Q^i - X^k < 0 \quad (40)$$

$$i, j, k = 1, ..., c,$$

$$X^s - (Z^s)^T - Z^s + \Delta^j_s = (Z^s)^T(A^s)^T + (Q^s)^T(B^s)^T$$

$$A^s Z^j + B^j Q^s - X^k < 0 \quad (41)$$

$$i, j, s = 1, ..., c; s < j,$$  

and

$$\Delta^i := \begin{bmatrix} 2D^i_{11} & D^i_{12} & \cdots & D^i_{1c} \\ D^i_{21} & 2D^i_{22} & \cdots & D^i_{2c} \\ \vdots & \vdots & \ddots & \vdots \\ D^i_{c1} & D^i_{c2} & \cdots & 2D^i_{cc} \end{bmatrix} \geq 0, \quad (42)$$

$$i = 1, ..., c.$$

If a feasible solution is found, the controller gains are:

$$K^j = Q^j (Z^j)^{-1}, \quad j = 1, ..., c.$$  

(39)

**Remark 2**: If the entries of the matrices $\Delta^i$ are set to zero, Result 3 reduces to Result 2. Therefore, the stabilization result based on Result 3 is less conservative than that based on Result 2. However, the number of LMIs involved is higher.

The number of control rules is directly related to the complexity of analysis of LMI conditions. Finding a Lyapunov function for a large number of rules may be difficult [50]. Due to the characteristics of the learning algorithm described in Section III (which assumes that inactive rules do not change), recalculating of the gains (43) is needed only for the active rules at a step. Therefore, the number of LMIs in (40) - (42) can be greatly reduced by considering active rules. An important remark should be made at this point concerning global stability.

**Remark 3**: After the updating of the gains of the active rules at a step, if the granules assigned to these rules intersect with granules governed by rules that are not active, then such intersection regions are not guaranteed to be stable. However, if a new data sample falls within an unstable intersection region, then the corresponding gains are updated before a control input is given. Therefore, practically speaking, the control system is kept globally exponentially stable if the corresponding LMI problem is feasible. In the meantime, if a snapshot of the control rules is taken in a certain time step, then it may be the case that the closed-loop system is, theoretically, not everywhere stable.

**Definition 1**: The number of rules $\gamma$ activated by a given sample $x(k)$ is equal to the number of terms $\mu_i^\alpha(x(k)) \neq 0$, $i = 1, ..., c$; $\mu_i^\alpha$ is the activation degree of rule $R^i$.

A more relaxed result can be derived from Result 3 by replacing the total number of rules $c$ with the number of active rules $\gamma$ in a given time step. Stated formally:

**Theorem**: Given $\gamma$, the number of active rules in a given time step, where $1 \leq \gamma \leq c$. The closed loop control system (32) is globally exponentially stable if there exist positive definite matrices $X^1 = (P^1)^{-1}$, matrices $Q^i$ and $Z^i$, $i = 1, ..., \gamma$, symmetric matrices $\Delta^i$, $i, s = 1, ..., \gamma$, and matrices $\Delta^i_{ij} = (\Delta^i_{ij})^T$, $i, j, s = 1, ..., \gamma$, $s < j$, such that (40) holds true for $i, j = 1, ..., \gamma$. In addition, (41) must be true for $i, j, s = 1, ..., \gamma$, $s < j$, and

$$\Delta^i := \begin{bmatrix} 2D^i_{11} & \cdots & D^i_{1\gamma} \\ D^i_{21} & 2D^i_{22} & \cdots & D^i_{2\gamma} \\ \vdots & \vdots & \ddots & \vdots \\ D^i_{\gamma1} & D^i_{\gamma2} & \cdots & 2D^i_{\gamma\gamma} \end{bmatrix} > 0, \quad (44)$$

$$i = 1, ..., \gamma.$$

The controller gains assigned to active rules are:
whereas the gains related to inactive rules are kept the same as computed in previous step.

The proof of the Theorem is in the Appendix. Efficient numerical algorithms for determining the feasibility of LMIs, such as (40), (41) and (44), are available. Interior point methods allow to effectively decide about feasibility and to determine solutions in polynomial time.

C. Bounded control inputs

If the current state \( x(k) \) is known, then the following result is useful to handle bounded control input.

**Result 4:** Given positive definite matrices \( X^i = (P^i)^{-1} \) and matrices \( Q^s = K^s Z^s \), \( i, s = 1, \ldots, \xi \), as in (45). The constraint \( ||u(k+1)||_2 \leq \zeta \) is enforced if the LMIs

\[
\begin{bmatrix}
1 & x(k)^T \\
x(k) & X^i
\end{bmatrix} > 0 
\tag{46}
\]

and

\[
\begin{bmatrix}
X^i & (Q^s)^T \\
Q^s & \zeta^2 I
\end{bmatrix} > 0 
\tag{47}
\]

\( i, s = 1, \ldots, \xi \), hold true.

The proof of Result 4 can be found in [21] with the current state \( x(k) \) replaced by the initial state \( x(0) \). Variable \( \zeta \) bounds the maximum value allowed for control inputs, that is, it keeps the inputs within the limits of the actuators. LMIs (46) and (47) can be appended to LMIs (40), (41) and (44) in the design of stable fuzzy controllers satisfying input constraints.

V. ILLUSTRATIVE EXAMPLE

An illustrative example is given to show the potential of the evolving granular fuzzy control approach. Although the approach is oriented to control systems whose dynamics is complex and unknown, for expositional clarity we elaborate on a benchmark problem of modern nonlinear dynamics, the Lorenz attractor. The Lorenz attractor is a nonlinear system that exhibits chaotic behavior for certain choices of parameters. We assume the Lorenz equations to be unknown; the equations are used only to generate a data stream. Therefore, the aim is to model and stabilize an unknown dynamical system using a stream of data. A granular fuzzy model and a fuzzy PDC controller are evolved autonomously, with no human intervention, to stabilize the Lorenz system at the origin.

A. The Lorenz attractor

The Lorenz equations were derived as a simplified model of fluid convection, liquid or gases, induced by temperature change. The mathematical model of convection consists of three first order differential equations:

\[
\begin{align*}
\dot{x}_1 &= \sigma(x_2 - x_1) \\
\dot{x}_2 &= rx_1 - x_1x_3 - x_2 \\
\dot{x}_3 &= x_1x_2 - bx_3 
\end{align*}
\tag{48}
\]

where \( x_1 \) is the speed of circulation of the fluid. Positive and negative values of \( x_1 \) represent clockwise and anticlockwise motion; \( x_2 \) is the difference in temperature between up and down fluids; and \( x_3 \) is the distortion from linearity of the vertical temperature profile, \( \sigma \) and \( r \) are the Prandtl and Rayleigh numbers, and \( b \) is a geometric factor [54]. The nonlinearities are \( x_1x_3 \) and \( x_1x_2 \), the constraint \( \dot{\zeta} = 0 \), then we have three equilibrium points: \( (0; 0; 0) \), \( (\sqrt{b(r-1)}; \sqrt{b(r-1)}; r-1) \), and \( (-\sqrt{b(r-1)}; -\sqrt{b(r-1)}; r-1) \). Similar to [54], we consider \( \sigma = 10, r = 28 \) and \( b = 8/3 \).

A modification of the continuous model (48) to an iterative recurrence model known as the Lorenz map is also widely used [55]. The iterative Lorenz equations with a control input \( u(k) \), added are:

\[
\begin{align*}
x_1(k+1) &= x_1(k) + \sigma(x_2(k) - x_1(k))dt + u(k) \\
x_2(k+1) &= x_2(k) + (rx_1(k) - x_1(k)x_3(k) - x_2(k))dt \\
x_3(k+1) &= x_3(k) + (x_1(k)x_2(k) - bx_3(k))dt 
\end{align*}
\tag{49}
\]

where \( dt = 0.005 \) is the stepsize. The system is completely controllable and observable. Instead of solving (48) at each step using, e.g., the fourth-order Runge Kutta method, simulations are carried out using (49), which is convenient for easier algorithm design. Unless otherwise stated, the initial state \( x(0) \) is \( (13; 0; 0) \). As shown in Fig. 5, the trajectory of the unforced system in the phase space settles into an irregular, aperiodic oscillation, which never repeats exactly. Although the trajectories are continually repelled from one unstable region to another, they are confined to a bounded set of zero volume (a fractal set) and manage to move in this set forever without intersecting.

![Fig. 5. Lorenz chaotic system: phase space trajectory](image-url)
1) \(x_3(k+1)\) data. No data is available before learning starts; data are available stepwise to simulate a data stream. The one-step prediction results using the maximum width for granules \(\rho = 40\) is shown in Fig. 6 for \(k = 1, \ldots, 500\). The root mean square error, calculated as

\[
RMSE = \frac{1}{k_c} \sum_{k=1}^{k_c} \sqrt{\sum_{j=1}^{3} (x_j(k + 1) - \hat{x}_j(k + 1))^2},
\]

is \(RMSE = 0.3855\) for \(k_c = 500\). Three rules were developed during the simulation period. Their parameters are:

**Rule 1:**

\[
\mathcal{M}_1 = (2.6659, 11.6382, 11.6382, 20.6104)
\]

\[
\mathcal{M}_2 = (0.14, 9.9887, 14.9987, 29.9973)
\]

\[
\mathcal{M}_3 = (0.19, 4.1443, 19.4143, 38.8287)
\]

\[
A_1 = \begin{bmatrix} 1 & 0 & 0 & 0 \\ -4.5679 & -8.5766 & 9.4237 & -0.3404 \\ 209.8369 & 5.5858 & 1.0490 & -12.8230 \\ -143.5199 & 14.0343 & 10.3979 & -0.6229 \end{bmatrix}
\]

**Rule 2:**

\[
\mathcal{M}_1 = (6.6224, 14.5326, 14.5326, 22.4427)
\]

\[
\mathcal{M}_2 = (-16.3677, 4.1085, 4.1085, 24.5847)
\]

\[
\mathcal{M}_3 = (38.0141, 46.3665, 46.3665, 54.7189)
\]

\[
A_2 = \begin{bmatrix} 1 & 0 & 0 & 0 \\ 18.8130 & -5.8793 & 8.9295 & -1.7659 \\ 875.0623 & -8.7513 & -3.3158 & -22.1597 \\ 460.7916 & 21.4282 & 10.2167 & -18.3173 \end{bmatrix}
\]

**Rule 3:**

\[
\mathcal{M}_1 = (-17.5356, -6.1041, -6.1041, 5.3274)
\]

\[
\mathcal{M}_2 = (-21.7225, -6.4906, -6.4906, 8.7413)
\]

\[
\mathcal{M}_3 = (7.8274, 26.7340, 26.7340, 45.6405)
\]

\[
A_3 = \begin{bmatrix} 1 & 0 & 0 & 0 \\ -6.9656 & -9.4867 & 9.9042 & 0.3000 \\ -98.1609 & -4.4464 & 3.3558 & 4.0313 \\ 14.7558 & -9.6610 & -5.2738 & -4.5201 \end{bmatrix}
\]

Vectors \(B^1 = [0 \ 1 \ 0 \ 0]^T\) are common to all rules.

From Fig. 6, the effectiveness of the evolving approach in predicting nonlinear systems without prior knowledge about the data and system equations can be verified. The error signals have relatively small amplitudes compared to the amplitudes of the system states. An important point to emphasize in this experiment is that due to exponential divergence of the trajectories for small differences in the measurements, parameters or initial states, a non-evolving (offline-trained) modeling method is unlike to track the trajectory of the states. Another point to be noted is that the higher the number of granules and rules, the more accurate the state estimation tends to be. However, the state estimation depends on the availability of sufficient data for choosing the local parameters.

**C. Robustness to uncertainty**

An experiment was conducted to evaluate the ability of the evolving model in handling fuzzy data, and detecting and reacting to drifts and shifts in data streams. We consider the data as perceptions of the values of a variable. Imprecision of the values of \(x_j\) is represented by a fuzzy object of the form \((x_j - 0.5, x_j, x_j, x_j + 0.5)\). From \(k = 1, \ldots, 300\), the parameters of the Lorenz equations are set to \(\sigma = 10, r = 28, b = 8/3\). An abrupt change occurs at \(k = 300\) where the parameters are shifted to \(\sigma = r = b = 10\). At each step from \(k = 600\) to \(k = 900\), an offset of 0.03 is added to \(\sigma, r\) and \(b\) to produce gradual change of parameters. Figure 7 shows the results for the state variable \(x_3\). The results for the remaining state variables are essentially the same.

Note from Fig. 7 that the error rate oscillates after the concept shift, but the quality of state estimates improves after few time steps. To maintain an acceptable level of prediction performance when the large and unknown change occurred, the learning algorithm created an additional fuzzy rule. Conversely, when gradual change of the values of the parameters occurred, the learning algorithm basically adapted the parameters of existing granules and rules to track the trajectory of the states. The evolving granular modeling method has shown to be robust to time-varying parameters and able to handle fuzzy data streams.

The evolving granular method was compared with alternative state-of-the-art evolving modeling methods. The following models were considered: evolving Takagi–Sugeno (eTS) [7], Dynamic evolving Neuro-Fuzzy Inference System (DeNFIS) [56], extended Takagi–Sugeno (xTS) [7], and the evolving Granular Fuzzy Model (abbreviated in Table I as eGFM) described in this paper. We prioritized model compactness and estimation performance. The models were developed from
The evolving model starts learning from an empty rule base at $k = 1$. During the time interval from 2000 to 2300, the controller is on and a control action is performed. Otherwise, the control input is zero. Figures 8 and 9 show the trajectories obtained. The designed controller was able to stabilize the origin, i.e., $x_1, x_2, x_3 \to 0$ as $k$ increases. Stabilization is also possible if the control input is bounded. In this case, the transient response is fundamentally the same as that shown in Fig. 8. However, the state trajectories generally require a longer time interval to settle down to the equilibrium. If the bound on the control input is chosen to be a ‘very small’ value, e.g. $||u(k)||_2 \leq 100$ ∀$k$, then the state trajectories can no longer escape the attractor.

The results of Table I show that, strictly speaking, xTS is the most accurate model from the average RMSE point of view. The eGFM produces an average of $3.4 \pm 0.5$ rules, and achieves the best RMSE. eGFM provides more compact models and its performance is comparable with xTS in terms of the average RMSE. The granular modeling approach does not take advantage from a large amount of local processing units (granules/rules) to achieve the average performance of 0.2581. eGFM benefits from a combination of ingredients concerning with structural assumptions, peculiarities of the learning algorithm, and fuzzy granular framework to attain its performance. The effectiveness of the granular evolving approach in one-step estimation without prior knowledge about the data is verified in this experiment.

### D. Stabilization of the Lorenz system

A fuzzy controller was evolved to stabilize the original Lorenz system based on information from the fuzzy model. The fuzzy model of the Lorenz system is only known approximately from a data stream, as shown in Section V-B. State trajectories are expected to settle down to an equilibrium when the controller is on and as time goes to infinity. Simulations concerning control design are performed using the Yalmip parser [57] and the SeDuMi solver [58] in Matlab.

The average time to process a data sample on a dual-core 2.5 GHz processor with 6 GB RAM was 13.7 milliseconds. If the underlying process is known to have approximately constant parameters in a time horizon, adaptation of controller rules can be carried out after a number of time steps in order to handle high-frequency data streams. Stabilization by learning

<table>
<thead>
<tr>
<th>Model</th>
<th>Avg. Rules</th>
<th>RMSE Best</th>
<th>RMSE Avg.</th>
</tr>
</thead>
<tbody>
<tr>
<td>DENFIS</td>
<td>$3.3 \pm 0.5$</td>
<td>0.3650</td>
<td>0.3864 ± 0.0128</td>
</tr>
<tr>
<td>xTS</td>
<td>$3.1 \pm 0.6$</td>
<td>0.2585</td>
<td>0.2853 ± 0.0165</td>
</tr>
<tr>
<td>eGFM</td>
<td>$3.4 \pm 0.5$</td>
<td>0.2080</td>
<td>0.2581 ± 0.0298</td>
</tr>
<tr>
<td>xTS</td>
<td>$7.2 \pm 1.2$</td>
<td>0.2314</td>
<td>0.2526 ± 0.0095</td>
</tr>
</tbody>
</table>

Similarly as with the rules that assemble the model, the controller rules can be displayed at any step. For instance, a control rule at $k = 2300$ is:

**Rule 1:**

$$M_i^1 = (1.5757, 11.0515, 11.0515, 20.5273)$$

$$M_{i2}^1 = (0, 14.4673, 14.4673, 28.9347)$$

$$M_{i3}^1 = (0, 19.9041, 19.9041, 39.8083)$$

$$K^1 = [-8.6412, 14.3939, 5.7941]$$

The evolving model starts learning from an empty rule base at $k = 1$. During the time interval from 2000 to 2300, the controller is on and a control action is performed. Otherwise, the control input is zero. Figures 8 and 9 show the trajectories obtained. The designed controller was able to stabilize the origin, i.e., $x_1, x_2, x_3 \to 0$ as $k$ increases. Stabilization is also possible if the control input is bounded. In this case, the transient response is fundamentally the same as that shown in Fig. 8. However, the state trajectories generally require a longer time interval to settle down to the equilibrium. If the bound on the control input is chosen to be a ‘very small’ value, e.g. $||u(k)||_2 \leq 100$ ∀$k$, then the state trajectories can no longer escape the attractor.

The results of Table I show that, strictly speaking, xTS is the most accurate model from the average RMSE point of view. The eGFM produces an average of $3.4 \pm 0.5$ rules, and achieves the best RMSE. eGFM provides more compact models and its performance is comparable with xTS in terms of the average RMSE. The granular modeling approach does not take advantage from a large amount of local processing units (granules/rules) to achieve the average performance of 0.2581. eGFM benefits from a combination of ingredients concerning with structural assumptions, peculiarities of the learning algorithm, and fuzzy granular framework to attain its performance. The effectiveness of the granular evolving approach in one-step estimation without prior knowledge about the data is verified in this experiment.

<table>
<thead>
<tr>
<th>Model</th>
<th>Avg. Rules</th>
<th>RMSE Best</th>
<th>RMSE Avg.</th>
</tr>
</thead>
<tbody>
<tr>
<td>DENFIS</td>
<td>$3.3 \pm 0.5$</td>
<td>0.3650</td>
<td>0.3864 ± 0.0128</td>
</tr>
<tr>
<td>xTS</td>
<td>$3.1 \pm 0.6$</td>
<td>0.2585</td>
<td>0.2853 ± 0.0165</td>
</tr>
<tr>
<td>eGFM</td>
<td>$3.4 \pm 0.5$</td>
<td>0.2080</td>
<td>0.2581 ± 0.0298</td>
</tr>
<tr>
<td>xTS</td>
<td>$7.2 \pm 1.2$</td>
<td>0.2314</td>
<td>0.2526 ± 0.0095</td>
</tr>
</tbody>
</table>

Similarly as with the rules that assemble the model, the controller rules can be displayed at any step. For instance, a control rule at $k = 2300$ is:

**Rule 1:**

$$M_i^1 = (1.5757, 11.0515, 11.0515, 20.5273)$$

$$M_{i2}^1 = (0, 14.4673, 14.4673, 28.9347)$$

$$M_{i3}^1 = (0, 19.9041, 19.9041, 39.8083)$$

$$K^1 = [-8.6412, 14.3939, 5.7941]$$

The average time to process a data sample on a dual-core 2.5 GHz processor with 6 GB RAM was 13.7 milliseconds. If the underlying process is known to have approximately constant parameters in a time horizon, adaptation of controller rules can be carried out after a number of time steps in order to handle high-frequency data streams. Stabilization by learning
completely from scratch is not appropriate because a number of data samples are necessary for model development and least squares estimation of parameters.

In a last set of experiments, the feasibility of stabilizing the Lorenz system without information about the system order was evaluated. First, we consider that only two state variables, namely \( x_1 \) and \( x_2 \), are measured for model development. This means that a substantial part of the information is lost due to the lack of knowledge about variable \( x_3 \). Instability of the closed-loop system was noticed in all simulations considering different initial states and instants of application of the control input. Evolving a state observer is absolutely necessary in such circumstances for estimating the unknown state. Evolving observers are out of the scope of this paper.

Second, we consider the existence of four state variables. The fourth state variable, \( x_4 \), was chosen to be a linear combination of \( x_1 \) and \( x_2 \) plus a noise term, \( \eta \in [-0.5, 0.5] \):

\[
x_4(k+1) = x_4(k) + \left( \frac{1}{5}(x_1(k) + x_2(k)) \right) dt + \eta \tag{51}
\]

Addition of noise avoids numerical problems during the least squares estimation of the \( A^i \) matrices. Uncertainty on the values of \( x_j \) was represented as a fuzzy object of the form \((x_j - 0.5, x_j, x_j + 0.5)\). We observed that although a feasible LMI solution is found in almost all time steps (meaning that the evolving fuzzy model is stabilizable), a variety of convergence situations arise regarding the original process. Figure 10 shows two examples of stable trajectories for the hypothetical fourth-order Lorenz system. In Fig. 10(a), a smooth convergence with smaller oscillations than those of the third-order system shown in Fig. 9 is noticed. Conversely, in Fig. 10(b), some undesirable abrupt peaks occur after the application of the control input. Such peaks lead the system to instability in some of the simulations; they are attributed to the simultaneous adaptation of model and controller as the state trajectories are guided toward a region of the phase space not previously covered by granules. Since no data was made available in the region around the origin, see Fig. 5, a very small modeling error or process variation can result in instability of the closed-loop control system.

We conclude from the last set of experiments that if the process is completely unknown (including unknown equations, parameters, system order and historical data), stabilization based on online data streams is a complicated task in which analysis tools inherent to fuzzy model-based control methods, in principle, do not guarantee closed-loop stability. Nonstationary processes are sensitive to model and controller changes, especially if the control inputs drive the states through uncharted regions of the phase space. However, if all state variables can be measured, stability depends only on the model accuracy and on the existence of a Lyapunov function. The key problem is knowing how many state variables exist. A potential machine learning solution approach to this problem is to monitor as many variables as possible and perform incremental selection of variables. It should be pointed out that adaptive and model-free evolving control methods, such as those discussed in [5], [12], [15], [38] and [40], which are oriented to “unknown” nonlinear systems, actually consider that the number of state variables is known.

The evolving granular model-based control method presented in this paper allows the structure and parameters of the fuzzy model and controller to be fully self-adjustable to concept changes. This is an eminent feature that distinguishes the proposed method from adaptive control methods. In addition, evolving granular model-based control allows dealing with measurement uncertainty and imposing bounds on the control inputs. These are key advantages of evolving granular control over model-free evolving control.

VI. CONCLUSION

This work has introduced a model-based evolving granular control approach for online modeling and stabilization of unknown time-varying processes. The approach is based on an incremental learning algorithm that simultaneously constructs and adapts functional fuzzy models, and the antecedent terms of fuzzy controllers using numeric and/or fuzzy data. A stable closed-loop system is obtained from a sequence of solutions concerning feasibility problems described in terms of relaxed linear matrix inequalities. The inequalities were derived from a family of fuzzy Lyapunov functions, and from conditions that ensure bounded control inputs. Different from existing adaptive and evolving control methods, the evolving granular control method provides a way to handle data uncertainty.
and is able to develop the structure and parameters of fuzzy models and controllers with no prior information about the process. Experiments have considered the Lorenz attractor with changing parameters to illustrate the usefulness of the method developed.

Stabilization of nonlinear systems of unknown order has also been discussed. We assumed that only two state variables of the Lorenz system were measured for model development, as if the system was genuinely of lower order than the original Lorenz system. The evolving control system was not able to stabilize the hypothetical Lorenz system of ‘lower order’. The main reason for that is the lack of complete information about the system dynamics. Moreover, as state trajectories are forced into regions of the phase space not previously paved by granules, the system becomes quite sensitive to never-before-seen data. It was argued that the evolution of state observers is essential for estimating the unknown state. For the case of a Lorenz system of ‘higher order’ than that of the original system, different convergence scenarios: smooth, oscillating, and irregular were observed. On top of these is the fact that although the fuzzy model is stabilizable, the oscillating, and irregular were observed. On top of these is the case of a Lorenz system of 'higher order' than that of the original system. From (53), by using Schur complement, we get:

$$- (Z^j)^T (X^j)^{-1} Z^j + \Omega_{s,j}^j (Z^j)^T (G^j)^T > 0$$

where $G^j := A^j + B^j K^j = A^j + B^j Q^j (Z^j)^{-1}$, and $i, j, k = 1, ..., \tau$. From (53), by using Schur complement, we get:

$$- (Z^j)^T (X^j)^{-1} Z^j + (Z^j)^T (G^j)^T > 0, \quad (54)$$

$i, j, k = 1, ..., \tau$. Due to the positive definiteness of $\Omega_{s,j}^j$, and eliminating the quadratic terms $Z^j$, which are naturally positive definite, we obtain:

$$- (X^j)^{-1} + (G^j)^T (X^j)^{-1} G^j < 0, \quad (55)$$

Similarly, as $(X^s - Z^j)^T (X^s)^{-1} (X^s - Z^j) = X^s - Z^j - (Z^j)^T + (Z^j)^T (X^s)^{-1} Z^j \geq 0$, it follows from (41) that

$$- (Z^j)^T (X^j)^{-1} Z^j + \Omega_{s,j}^j (Z^j)^T (G^j)^T +
\left[ - (Z^s)^T (X^s)^{-1} Z^s + \Omega_{s,j}^s (Z^s)^T (G^s)^T \right] < 0 \quad (56)$$

$i, j, k, s = 1, ..., \tau; \ s < j$. Via Schur complement we get:

$$- (Z^j)^T (X^j)^{-1} Z^j + \Omega_{s,j}^j + (G^s)^T (X^j)^{-1} (G^s)^T -
- (Z^s)^T (X^s)^{-1} Z^s + \Omega_{s,j}^s + (G^j)^T (X^s)^{-1} (G^j)^T < 0, \quad (57)$$

$i, j, k, s = 1, ..., \tau; \ s < j$. Since $\Omega_{s,j}^j$ and $\Omega_{s,j}^s$ are positive values and by removing the quadratic terms related to $Z^j$ and $Z^s$, we obtain:

$$[(X^s)^{-1} + (G^s)^T (X^j)^{-1} G^s] +
\left[ (X^j)^{-1} + (G^j)^T (X^j)^{-1} G^j \right] < 0, \quad (58)$$

$i, j, k, s = 1, ..., \tau; \ s < j$. Both expressions in brackets are equivalent to (52). Therefore, as (40), (41) also implies (52) using (45), which completes the proof $\square$.
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